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Solvent Effects on thex* < n Transition of Acetone in Various Solvents: Direct Reaction
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The direct reaction field model was used to calculate the solvent shift af-te transition of acetone in

eight different solvents. The computed shifts correspond excellently to experimental values. We found that
dispersion interactions are an essential part of the model for correctly describing the shifts in both polar and
apolar solvents. Improving the quality of the basis set generally improves the results, mainly due to an
increase in electrostatic interactions.

Introduction interactions on a microscopic scale; this means they can never

Solvent effects play a very important role in chemistry since accurately describe specific solversplute interactions, e.g.,
most chemical re:fcti%ns an)(; bi(?lo ical processes takey lace inhydrogen bonding® Another drawback is the need to rep-
; - 9 P - pla arametrize the model for each different solvent.
solutions. The properties of molecules and the interactions

between them in solution can differ greatly from the properties These difficulties can be resolved by using explicit solvent
. : ; 9 y prop models. A number of these have been developed over the last
and interactions in vacuum, the state to which most quantum

chemical calculations refer years’1! Most of them are based on a Lennattbnes type

A -k le is the effect of solvent th force field for the dispersion and short range repulsion terms
well-known example 1S the €fiect ot sovenis on the o, point charges for modeling electrostatic effects. Recently,
electronic spectra, which has been the subject of man

Y polarization effects were added to these models to include
experimentdi—3 theoreticat—8 studies. The importance of these b

S . . induction interaction§-12however, the explicit polarizabilities
gffects is illustrated by theﬂfSO) solyent polarity sca?g{vhlqh are not used for modeling the dispersion. The Lenndahes
is based on the solvatochromic shifts of thes* transition in

h idinium N-phenolate betaine d Anoth ¢ parameters are fitted to ground-state interaction energies so no
€ pyndinum\-phenoiate betaine dye. Another, computa- - yictinction can be made between dispersion interaction in the

tlc;]r.]arLI){hmoie f\(t:cess.}[ple, (;xampleb:s prigf?r_lted Iby acletonte Inground state and the excited states without reparametrizing for
which then—- transition Snows a biue Shift In polar SOIVeNtS 1 q excited states. For this reason these models fail to reproduce

anz a Led Sh.'ft n apoll_ar solvents.bl hift i d mainl red shifts in then—z* transition of acetone in apolar solvents.
s shown in an earlier papethe blue shift is caused mainly These problems do not appear in our direct reaction field

by the electrostatic interactions. The solvent shell orientation (DRF)3-16 model that uses explicit polarizabilities for induction
is adapted to the electrostatic interactions in the ground state;ong polarization interactions as well as dispersion. In this paper

the excitation process is much faster than the re.orientation Ofwe will demonstrate that our model reproduces both blue shifts
the solvent shell. Thus the excited-state solute is surroundedand red shifts excellently without reparametrizing for different

!:)y the _solvent sheII_ that was adapted _to the ground'Stz_itesolvents or different states. We will describe the main features
interactions, and the interaction of the excited-state solute with of the DRF model and compare them to other models, after

the solvent shell lel be less favorable than the in.teraction of which we will discuss the application of the DRF model to the
Fhe SO'Ve!“ she]l W'th the ground-state solute. This causes aNgolvent shifts in the—s* transition of acetone in eight different
increase in excitation energy. solvents.

Red shifts inn—s* transitions are caused mainly by disper-
sion effects. The excited state always has a larger polarizability Theory
than the ground state because an electron is promoted to a more
diffuse orbital in which it is more polarizable. Thus the ~ The DRF model is a hybrid QM/MM model in which the
dispersion interaction of the excited solute with the solvent will classical part (the solvent shell) is modeled by groups (A,B,...)
be larger than the dispersion interaction of the ground-state Of point charges, radii, and polarizabilities on each atom. These
solute with the solvent. The excitation energy decreases, Parameters can all be derived from monomer properties, either

resulting in a red shift. from experiment or calculations. Point charges can be calculated
The first attempts to incorporate solvent effects in calculations from ab initio wave functions on the monomers (A,B,...) using
are based on a dielectric continuum descrigfiaf the solvent. a dipole preserving population analysisr by fitting charges

These models have been used with reasonable success: howevéF? the electrostatic _potenti%ﬂ. For the radii experimental values

property of the solvent, the dielectric constant, to model the Pe obtained (e.g., from the quadrupole moment or polarizabili-
ties). Atomic polarizabilities can be obtained by fitting them
* Author to whom all correspondence should be addressed. E-mail: O experimental or calculated molecular polarizabilities in a
ptvd@chem.rug.nl. procedure developed by Tholg2°
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The total energy of the system consisting of a quantum =of f + f (m.p)+ f (D 6
mechanically described solute and a discrete classical solvent p = Ty [;) (M) o Po) ©
is given by:

: fp is the static field inp, f (mgp) is the field inp due to a
AUTST = AUM + AUMM 4 AyRMMM (1) (classically induced) moment i andf <, is the field inp due
to the quantum system. These induced moments are put into
the reaction field HamiltoniarH =F, which is then used to
calculate a new wave function which is in turn used to generate
new induced moments, etc., until convergence is reached. In
1 this way the solute feels the average response of the classical
AUMM = Z oy o _|.5 Z o A fga+ polarizabilities to the field due to the solute (i.e., the average
icAJeB
AB

in which UQM is the expectation value of the vacuum Hamil-
tonian over the nonvacuum wave function. The interactions in
the classical part can be written as:

icAjeB reaction field), and the induction interaction between the
A>B guantum system and the classical system can be calculated.

A more elegant approach is presented bydhect reaction
field model3-16 (DRF) in which the effect of the solvent
polarizability is introduced directly into the vacuum solute
Hamiltonian {H 9):

rs[iAB
MM MM
AUdisp + AUrep (2)
with vsp = 1/]rp — 4|, the Coulomb potential ip, brought about
by a source irs, and fsp= —V, v5pis the corresponding electric
field. The first two terms are the Coulomb interaction and the H=HO+ Hest )
induction interaction (also called ‘screening of the electrostatic o

interaction’). q " is theith point charge of classical group with H esand H ' the electrostatic and reaction potential
The A are elements of the matr, which can be considered  gperators. The interaction energy between a quantum mechani-
as the total polarizability of a system of molecules (see below). cally described solute and a system of (classical) point charges
For clarity we note here that in eq 2 all interactions within - and polarizabilities (i.e., the solvent, see belowjor a single

monomers are set to zero. . determinant, closed shell wave functieis given by:
For the classical dispersion interaction, we use the Stater
H PN M/MM __ A A

Kirkwood expression: AU% = aivZ +e$ i+

T ]
A A .
AUMM = > 3) > ai fiAs [Z+ ey af {ADT (kO

A AiJr.s AKTT,S
BELS (Wau/n; + 4 oy/ny) 1

5 z Z firArs fsjzj+

1 Tr(ewt(j) o)

in which t(i;j ) is the interaction tensor for the induced dipoles ifr.s
ati andj. For the short range repulsion the CHARMM v
expression is used: _ez Z f, AOf (SO se ZD f (kNA.  (SKC=
i,KTs k3
aa(r; + r)° 1 _ .
- = 3 g+ —12 4) 5 ezz Of (k,r)DA,S(l - %plz)g f(shOH AUQI™ (g)

Z‘ i ks
54 (Jaum, + Jam) _ o
In the first two terms of eq 8 we see the electrostatic interactions

in which a;, n;, andr; are the isotropic polarizability, number  of nuclei and electrons with the point charges. The third term
of valence electrons, and radius of atomic centegspectively, contains the interactions of the point charges with the dipoles
andrj is the distance between centérandj. We use the  induced by the nuclei and vice versa. The fourth represents
integral number of valence electrons of an atom and the samethe interaction between the point charges and the dipoles induced
atomic polarizabilities that go into the electrostatic, response, by the electrons and vice versa. The fifth and sixth terms are
and dispersion terms, leaving only the atomic radii as indepen- the screening of the nuclear repulsion and attraction, respectively
dent parameters. (part of the induction). The seventh term contains the interaction
Coupling of the Classical and Quantum System.The static of each electron with its own induced dipoles, and the eighth is
electric field, brought about by the point charges, can easily be the interaction of each electron with the dipoles induced by the
introduced in the solute Hamiltonian. Adding reaction field other electrons; hence it is a two-electron term. The last term
effects due to interaction with classical polarizabilities, however, contains the induction interaction and part of the dispersion.
is more difficult. The coupling of the quantum mechanical The scaling factory, is for the dispersion which is discussed
solute and the polarizable solvent system can be done bybelow, andP; is the permutation operator. If one takgs=
performing a so-called coupled-SCF procedure described by0, term 7 disappears and in term 8 only the induction part
Thompso#? in which the wave function has to be solved from remains. In order to distinguish between source and recipient

a nonlinear equation: in the expectation values of the fiete.g.,00 f (k;9)0)i.e., the
R . electric field ats due to electrork—we have made explicit the
[ HC+ HF(@)]P, = E(@y)P, ) electron labelsk/l) and the electronic charge (e) so as to avoid
ambiguity in the signs of the various terms. In eq 8 the cost of
H © is the normal vacuum Hamiltoniatd °¥ is the reac- inducing all the dipoles in the classical system has already been

tion field Hamiltonian which is dependent on the wave function included.

itself because it includes the dipole moments induced by the The repulsion term in eq 8 is the same as in eq 4, although
guantum system (in the classical polarizable system). This we may optionally get the radii of the QM atoms “on the fly”
nonlinear equation has to be solved in an iterative scheme ininstead of fixing them on their vacuum values. The difference
which first the induced moments are calculated: of the expectation values
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WH|YO- WOH Wi AU%“D’"MM = AU%:WMM The matrixA—used in egs 2, 8, and 18s a (super)matrix
9) representing the total linear response of the complete discrete
classical part, in which all particles interact self-consistently.
contains all first- and second-order contributions usually Taking a set of point§p} with polarizabilities{ o,p} in & uniform
obtained whenl¥V refers to a supermolecule SCF calculation, electric field F, we have for the induced dipole moment in

and more. We can rewrite the expectation valugHof’ as: point p:
Npol
H "D=—20f"A fO=—20f 0ADf O M, = o (F(p) 3 t(pia) my) (13)
=P
%{D f'A fO-0f0ADf 3 A formal solution for{mp} can be found by collecting the
Nrol equations into a single supermatrix equation of dimension
= AUDY. + AU (10) NP et
M =o(F°— TM) (14)

The first term in eq 10 is the DRF induction interaction. The
term between brace§}, the difference between the expectation WhereF°® andM are NP°' dimensional vectors and and T
value of the DRF Hamiltonian and the average reaction field are square I8 x 3NP?' matrices. The supervectors and
term, is theunscaledDRF dispersion interaction. It has been —supermatrices are blocked inthi8' and 3\°' x 3NP°' elements,
shown to be just the difference between the screened self-energyespectively: Mp = My, apg = 0pdpg, Tpg = P — ),
and the screened exchange contribiti¢see eq 8). Moreover — anddyq is the Kronecker delta. Then

it has been showfri316that this expression approximately equals

_ -1 -1
the second-order perturbation theory (SOP) expression for A=(@"+T) (15)
dispersion, apart from a scaling factor: may be considered as an ordinary polarizability matrix (but of
_ an Nl membered system):
E. - _
AU~ {—i 5°'Ve”i‘ ] AUSRE =y AUSRT (12 M=FA=Fa*+T)™* (16)
Esoute T Esonven A is obtained either by an exact matrix inversion or by solving

. . o . the associated linear equations by iteration. We note that eq
where Egye and Egy,eq are the ionization energies of the 16 js a self-consistent solution for any field, e.g., the electric
quantum mechanical solute and the classical solvent, respectield of QM during any stage of, e.g., the Hartreock
tively. We can compare the DRF dispersion to the London procedure, and can be expressed in terms of integrals over any
formula for dispersion for a dimer interaction: basis set, which can be added to the vacuum Hamiltonian.

The {t(p;q)} are, when appropriate, screened according to

Longon "B EP 3a,05  —3a,(EPag) ORE the method described by Théfein which (atomic) polariz-
AUgsp = A L BB oR =7 R ~ yAUgisp abilities are taken as related to (model) charge distributions,
i i the widths of which are related to tfey}. This leads also to
12) a consistent screening of the potentials and fields of interaction

where fragment B is treated quantum mechanically in the DRF for overlapping charge distributions. _
dispersion expression. Itis clear that the dispersion interaction _ I genera! the polarizabilities are constructed following
not only depends on the polarizability but also on the ionization Thole’s original recipe and parametrization for obtaining
potentials of both fragments. The ionization potential of B is (molecular) polarizabilities with experimental accuracy. This
introduced explicitly iny but is also implicitly present in ~ Model has been reparametrized also for computed polarizabilities
AUPF—through the wave function used. It should be noted from specific basis sefS. The advantage of this way of treating
that the London formula is based on a one-center expansion the relay matrix is that only atomic polarizabilities are needed
i.e., a point polarizability-whereas in the DRF interactions 25 input, while changes in geometry will be automatically

multicenter expansions are us€dThe DRF dispersion expres- reflected inA. (;).p.tionally one may reduce.parts Affirgt o
sion therefore gives a much better description. group polarizabilities so as to reduce the dimensionality of the

We redefined the reaction field operator according to e¢f11, problem. qu a detailed des_cription of the DRF model an_d its
i.e., by scaling withy the integrals for screening of the one- implementation, the reader is referred to the paper published

electron self-energy and of the two-electron exchange contribu- '€Cently by de Vries et & ,
tions (see also eq 8). This is only possible if the exchange 1hus in the DRF model the energy can be obtained as the
interaction is explicitly under control, i.e., only for single- expectation value of the DRF Hamiltonian without the need

determinant wave functions. When usipg= 0, the wave for an iterative solution scheme. Furthermore the electrons in
function does not feel the effect of dispersion with the classical € quantum system are directly correlated with the classical

system and the method renders in fact the average reaction fieldfnarge distributions modeled by polarizabilities; thus the disper-
(ARF) method rather than the DRF approach. With this SION interaction between cla_lssmal and quantum system is
definition of ARF the functional minimized is the same as that ncluded. When a wave function for an excited state is used in
of the coupled SCF approach and, hence, leads to identical Foc tea(_i of that for the ground state, the dispersion interaction will
operators. Thus, although they are constructed along different°€ different, so the DRF model allows to model the effect of
paths, they lead to the same SCF wave function. dispersion on spectral transitions.

With y = 0 the quantum system does feel the effect of
dispersion which will modify the wave function. This in turn
will lead to a somewhat different induction interaction as In order to randomly generate nonequilibrium solvent geom-
illustrated below. etries, statistical mechanical Monte Carlo (MC) simulations were

Computational Details
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TABLE 1: Comparison of Treating Reaction Field Effects TABLE 2: Dispersion Scaling Parameters Computed from
as First-Order Correction and Self-Consistently for a Single Experimental lonization Energies (Eq 11}
Solvent Conformation (4-31G}

Y
H RFaspert H RFself-cons H RFself-consy =0 molecule S S

Eel +2072 +2153 +2144 water 0.565 0.679
Essp 1154 —1179 0 MeCN 0.557 0.671
Eing +605 +647 +654 cCl 0.543 0.662
Epo —362 —387 —387 CHC 0.543 0.657
Eq 67 ~1a4 PO MeOH 0.528 0.645
Etot +1094 +1090 +2260 dioxane 0.485 0.605
3n the last column the average reaction field values are given (all cyclohexane 0.503 0.621
values in cm). benzene 0.488 0.607

performed in which the solvent as well as the solute was treated,, - 1€ S state was taken 3.72 eV above e excitation energy in
the DZP basis. Experimental ionization energies were taken from ref

classically. Both solvent and solute geometries were kept rigid 5,
in the MC sampling. The solute and solvents we used are
sufficiently rigid to justify this simplification. Modeling solutes  TABLE 3: Computed and Experimental Shifts (cm~%)2

and solvents in which cons?derable chang_es i_n the geometry  govent 4-31G basis DZP basis experimental
can be expe_cted_, e.g., relatively strong acids like formic acid H,0 12535463 14934514  +1700% 200
or fluoroacetic acid where the proton can be (partly) transferred \;ocn 13451+ 353 1478+ 390 1400+ 200
to the carbonyl oxygen (experiments have shown very large cc, —273+ 36 —278+ 36 250+ 200
blue shifts in these solverfjsshould of course include sampling MeOH +536+ 794 +729+ 862 +850+ 200
over the internal degrees of freedom. This requires, however, CHCl +79+ 155 +1234+ 175 +150+ 200
a molecular dynamics (MD) approach rather than the MC dioxane —32+310 +54+ 354 0+ 200
method. The gradients, necessary for a DRF/MD treatment, cyclohexane  —953+ 73 -4004 200

. . . benzene —743+ 205 —6504+ 200
only just have been coded in our group and are presently being

tested. aUncertainties in the calculated values are root mean square

The acetone solute was surrounded by 52 solvent mo|ecu|esdewatlons over the 100 conformations thaF were gnalyzed. Uncertainties
40 for dioxane, cyclohexane, and benzene) which were ke t|n the gxperlme_ntal value_s are uncertainties in the position of the
.( . ' oY ; ’ . . P absorption maxima? Experimental values were taken from refs 1
inside a sphere of a radius chosen to approximately obtain thegng 3.

experimental density of the system. The force field we used is

the classical interaction part of our DRF mo#fes given in The ground state of the acetone solutg) (8as described by
egs 4. The point charges were fitted to the electrostatic 5 cjosed shell RHF wave function and the singlet excited state

potential from ab initio calculations in points selected according (S)) by an open shell ROHF wave function as implemented in
to the CHELPG?® scheme, as implemented in Gaussiar94. L oNDO8.122 Although the SCF approximation is rather poor
Atomic polarizabilities were derived from fits to experimental ¢, axcited states. it has been shown edflidrat it gives

molecular polarizabilities?2° _ . reasonable results when calculating shifts of the maximum. The
The systems were equilibrated in 500 000 moves. After this, \4c,um transition energies for tine-r* transition are 26 962

a o!ata collection run of 100 000 moves was conducted from 4,4 30 043 cm! for the 4-31G and DZP basis, respectively,

which .100 ra_ndomly Chos‘?” qonformaﬂons were ?a"ed forlater, here the experimental value is 36 100 @m The scaling

analysis. This procedure is different from the earlier appréach, a3 -ameters for the dispersion interaction (see eq 11) are listed

in which an QM/MM Monte Carlo simulation was performed Table 2.

with a limited number of moves~(15 000), and has the

advantage of s_ampling a greater part of configuration space atregyits and Discussion

less computational cost. This new procedure also makes the

use of larger basis sets possible. The spectral transitions in the We selected acetone to study the solvent effect on spectral

saved conformations were then calculated in QM/MM calcula- transitions because it was computationally feasible and because

tions using the DRF modé$ 15 In these calculations the static ~ there are abundant experimental data available for comparison.

potential was treated self-consistently, and the reaction field We selected the two most recent experimental repbne were

effect was calculated as a first-order correction to the energy aware of to compile a list of experimental shifts in the solvents

(so the wave function is not modified by the reaction field). we simulated (see Table 3). Both authors agree on the shifts

That this is justified can be seen from Table 1 where the in most solvents within 200 cm, the value we took as the

contributions to the shift of a single conformation of acetone uncertainty in the experimental values. This value reflects the

in water are compared to the contributions in the case where uncertainty in the maximum position of the absorption peaks.

the reaction field effects are treated self-consistently also. The shifts in then—z* transition, calculated in the 4-31G basis

Although the different terms differ somewnhat, the difference in as well as in Dunning’s polarized double zeta basis set (BZP),

the total shift is negligible. Table 1 also shows the values for are listed in Table 3.

the case thay = 0; i.e., we used the average reaction field  As before® the computed shift in water (1493 c#) is

approach here. We see that all terms differ somewhat from reasonable, compared to the experimental 8&¢a700 cnt?).

the case where dispersion effects are included, but the differ- The shift in acetonitrile (478 cnt) agrees much better to the

ences are very small (the dispersion contribution is zero here experimental value (400 cm) than the value reported earlier,

of course). We can conclude that dispersion modifies the wave probably due to sampling over a larger number of conforma-

function slightly but the effects of this modification on, e.g., tions. The computed values for MeOH and CECi29 and

the induction interaction is negligible: i.e., the induction inthe 123 cn?, respectively, also agree quite well with the experi-

DRF approach is nearly equal to the induction in the ARF mental values (850 and 150 c#). For dioxane experimerits

approach. show no appreciable shift, and our value of 54 énis
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TABLE 4: Analysis of the Contributions to the Shifts2 guantum system (2) (these two terms are found in the third and
solvent  basis AEpy AEng AEe AEgsy AE; AEg fourth terms of eq 8), and the cost of inducing all dipoles (3)
10 DZP —311 4577 42503 —1204 —72 +1493 (which has already been subtracted from the interaction terms

(+110) @77) @526) @86) (+36) (+514) in eq 8). AEq is the change of the intrinsic excitation energy
4-31G —340 +649 +2266 —1228 —94 +1253 of the quantum system, i.e., the difference between expectation
VN 2P (%13%1) Et;;‘g Si‘;%? @:192%)7 (i2%5) 5347%3) value of the vacuum Hamiltonian over the vacuum wave
e i = h . . L
(4108) (:64) (L407) (:98) (L18) (+390) function and the expectation valut_a of the vacuum Haml_ltonlan
431G —372 1591 11445 1976 —34 1345 over the nonvacuum wave function. This term contains the
(£97) (E59) (+369) 98) (+22) (+353) polarization cost for the dipole(s) induced in the quantum system
CCly DzP —-68 +134 -3 -342 +1 278 by the classical system.
4-31G (_i783) Silfg) (_islg) (—iSiSO) SEO) (_i237%) When analyzing the contributions to the shifts in polar
(+10) (@21) (E16) (46) (E0) (+36) solvents (HO, MeCN, and MeOH), it becomes clear that the
MeOH DZP —469 +613 +2127 —1469 —73 +729 dispersion component is essential in the quantitatively correct
(£196) (124) (953) (+169) (£50) (+862) description of the excitation energy shift. Ignoring dispersion,
4-31G (_ff;e) glole) 258185) &11570;) 253) 2;573964) the blue shifts would be overestimated by 12a500 cnt™.
CHCl; DZP —102 4173 4412 -358 -2 1123 This also holds for chloroform for which the blue shift would
(£29) (*40) F170) @74) (E2) (£175) have been overestimated by 350 @mwithout including
4-31G —106 +186 +360 —358 -3 479 dispersion. In 1,4-dioxane the electrostatic contribution, caused
, (£31)  (£47) (E147) (£75) (@E3) (£155) by a quadrupole type interactietthere is a considerable
dioxane  DZP (1113226) ZE,?% —(iifé)gS) &14296)8 (;2106) 2::5;5 " negative charge of-0.47 on the oxygen atoms in the point
4-31G —481 4663 +1102 -1286 —30 — charge modetis balanced by the dispersion term to yield a
(£113) (#42) (£365) (53) (E21) (+£310) net zero shift. In the cases of CCtyclohexane, and benzene
cyclohexane 4-31G-208 +430 -29  -—1146 0 —953 there is very little electrostatic interaction, and dispersion

(£16) (£32) (H42) &52) (ﬂzO) (£73) dominates in these solvents, resulting in a red shift.

benzene 4-31G-271 +468 +401 —1337 — —743 - . ] -
(£49) (E57) (£208) (*178) (4) (4205) The effect of increasing basis set quality can be extracted
aValues are given in cnt. Values in parentheses are rms deviations from Tab_le 4. Use of a better ?T?SIS setincreases the electrostatic
over the conformations analyzed. contribution by up to 250 cmt. The effect on the other
contributions is very small. This can be understood by
reasonably close to zero. The red shiftin §C278 cnm?) is examining the vacuum dipole moments and polarlzabl]ltles. The
excellent compared to the experimental value-&f50 cnrt vacuum dipole moments of acetone in the 4-31G basis are 3.57

reported by Hayésbut too low in comparison to the shift and 2.48 D for the ground and excited states, respectively. For
observed by Baylidg—450 cnm?). The red shift in cyclohex- ~ the DZP basis these dipole moments are 3.36 and 1.48 D for
ane (953 cnT?) is much larger than the experimental value the ground and excited states. Thus although the total dipole
of —400 cntL. Finally the experimental red shift in benzene Moment decreases upon going to a larger basis set (and

(—650 cnt) is reproduced quite well by our value ef743 approaching the experimental value of 2.88* Bloser), the
et at the 4-31G level. difference between the dipole moment in the ground and excited

The uncertainties for the computed shifts given in Table 3 states increases; the difference is 1.09 D for the 4-31G basis

are root mean square deviations (rms) over the 100 conforma-and 1.88 D fgr the D.ZP basis, leading to a larger dlﬁgrence n
tions analyzed. These values do not indicate the error in the electrostatic interactions between the ground and excited states

maximum position of the transition but rather reflect the N the DZP basis.
broadness of the maxima mentioned by Baylisén polar When we look at the ground-state polarizabilities in both basis
solvents the rms deviation is much larger than in apolar ones. Sets, 30.81 Bfor the 4-31G basis and 33.34 Bor the DZP
This indicates, that in polar solvents, the shift in the transition basis?®we see that the difference is less than 10%, so increasing
is very much dependent on the orientation of the local dipoles the basis set will not have a large effect on the dispersion in
in the solvent molecules in the first solvent shell, and a broad the ground state. Calculating polarizabilities for the excited state
variety of orientations are present, causing broad absorptionis much more troublesome. Excited-state polarizabilities at the
maxima. In apolar solvents the orientation is not that important SCF level tend to become slightly smaller than the ground-
and the deviation is much smaller. This is also evident from State values where they are expected to be larger. The
the rms deviations in the contributions to the shifts as shown in Polarizabilities for the excited state are 28.26 and 31.88B
Table 4. The deviation for the electrostatic contribution is, in the 4-31G and DZP basis sets, respectively. As noted above,
all cases where electrostatics are important, by far the mostthe dispersion interaction is not only governed by the polariz-
important contribution to the rms deviation. ability but also by the ionization potentials of the solvent and
An analysis of the contributions to the shifts is given in Table Solute, first of all throughy where the ionization energies are
4. AEq and AEgs, denote the difference in electrostatic €Xplicitly present and also by their implicit presence in
interaction (the first two terms on the right-hand side of eq 8) AUgg,—as can be seen from eq 12. The ionization potential
and dispersion interaction (term 7 and part of term 8 in eq 8) for the excited state used in was calculated by taking the
between the quantum system and the classical system in theexcited state 3.72 evthe (underestimated) excitation energy
ground state and excited statAE;,q is a contribution due to  in the DZP basis-above the ground state, which leads to an
the induction: the interaction between the quantum system andoverestimated ionization potential for the excited state. It has
the moments induced by the quantum system (this interactionbeen shown earliethaty is not very sensitive to errors in the
is found in terms 5, 6, and part of term 8 in eq &E,q consists ionization potentials. The overestimated ionization potential
of three parts: the interaction between the quantum system anddoes have an effect on the dispersion interaction due to its
the moments induced by the classical system (1), the interaction(implicit) presence inAU(?i?pF. The underestimated excited-

between the classical system and the moments induced by thestate polarizability of the solute iAU?i?pF is multiplied by the
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state polarizability, but the ionization potential of this state
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